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Combinatorial Optimization

FORMULA COLORING

‣ Generaliza)on of graph coloring 

‣  

‣ NP-complete 

‣ Even hard to approximate! [Kearns]

(z1 ≠ z2) ∧ ((z1 = z3) → (z2 = z4))

Chris Martin 
wikimedia CC BY-SA 

‣ Combinatorial op)miza)on is hard 

‣ Incredibly successful heuris)cs (for approxima)on) 

‣ Can quantum computers help?

INTEGER LINEAR PROGRAM (ILP)

 

subject to linear constraints

min
x∈ℤn

c ⋅ x

‣ MAX-CUT is APX-hard 

‣ Unless P = NP, there exists no poly-)me algorithm that computes a solu)on with more than 

 cuts for any MAX-CUT instance [Håstad]N =
16
17

Nopt

APPROXIMATION HARDNESS

https://dl.acm.org/doi/10.1145/174644.174647
https://commons.wikimedia.org/w/index.php?curid=820538
https://creativecommons.org/licenses/by-sa/3.0/deed.en
https://dl.acm.org/doi/10.1145/502090.502098


A Provable Approximation Advantage

RSA-3SAT-ILP

Classically hard  
to solve exactly

Classically hard  
to approximate

Quantumly efficient  
to solve exactly

Quantumly efficient  
to approximate

Our  
work

?

ILP instances

"A fault tolerant quantum computer can approximate certain combinatorial op)miza)on 
problems super-polynomially more efficiently than a classical computer." [Pirnay]

https://arxiv.org/abs/2212.08678


Computational Problems and Models

𝚌𝟷𝚙𝚑𝟹𝚛 = me mod n
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Class of log-depth, 
poly-size Boolean circuits 

compu)ng LSB(m)

Private key must be hard coded!

S₀

0

1

S₁

1

0

S₂

0

1

wikimedia

DeterminisGc Finite Automaton (DFA)

POLYNOMIAL REDUCTION

Computa)onal Problems
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https://en.wikipedia.org/wiki/Deterministic_finite_automaton#/media/File:DFA_example_multiplies_of_3.svg


For a sample set  of size  

any  consistent with  which also sa)sfies   

achieves  with high probability. 
Where  and 

S |S | = �̃�
1
ϵ

+ [ nα

ϵ ]
1

1 − β

h ∈ H S |h | ≤ optCon(S)α |S |β

error(h) := ℙx[h(x) ≠ c(x)] ≤ ϵ
α ≥ 1 0 ≤ β < 1

OCCAM'S RAZOR

[Blumer]

A bit of learning theory
Domain  

Example: The set of all images
X Set of representations  

Example: The set of all Boolean circuits
C

⊆ {0,1}*

⊆ {0,1}*

Concept 
Depicts a tree

Concept 
Grey-scale images

σ

σ

CONCEPT CLASS
 

Instance: A set of labeled examples 
 

Solu)on: Minimal-size  which is consistent 
with  
define: 

Con(C, H)

S = {(x, c(x)) |x ∈ X}
h ∈ H

S
optCon(S) := |h |

CONSISTENCY PROBLEM

"approxima)on gap"
compression
parameter

https://www.sciencedirect.com/science/article/abs/pii/0020019087901141


A Provable Approximation Advantage

‣ Classical hardness of inver)ng RSA 

‣ Hardness of approxima)on for 
 via Occam's razor 

‣ Approxima)on preserving 
reduc)on to 

 and then 
 [Kearns] 

‣ approxima)on-preserving 
reduc)on to  [Pirnay] 

‣ Efficient quantum algorithm for 
approxima)ng  [Pirnay]

Con(C-RSA, H)

Con(DFA-RSA, DFA)
FC-RSA

ILP-RSA

ILP-RSA
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subject to 
constraints

min
x∈ℤn

c ⋅ x

approxima)on 
preserving 
reduc)on

‣ Learning  by  can be 
seen as an approxima(on 
task: Approximate  

‣ Approximately learning a 
 circuit enables one to 

break RSA ! [Alexi]

C-RSA H

optCon(S)

C-RSA

With sample size 
 any  

that is consistent with , s.t. 
 

achieves .

|S | = poly(n, ϵ−1) h ∈ H
S

|h | ≤ optCon(S)α |S |β

error ≤ ϵ

‣  

‣ -graph

|h | ↦ #(par))ons)
S ↦ FC

https://dl.acm.org/doi/10.1145/174644.174647
https://arxiv.org/abs/2212.08678
https://arxiv.org/abs/2212.08678
https://epubs.siam.org/doi/10.1137/0217013


A Provable Approximation Advantage

Figure 5 in [Pirnay]

https://arxiv.org/abs/2212.08678


ILP-RSA

indicator variable 
( )zu ∈ Pi

indicator variable 
(color  is being used)i

only one color per variable:

count colors:



Classical Hardness of Approximation



An Efficient Quantum Algorithm

Move along the chain of reducGons...



Conclusion

‣ Construc)ve quantum 
advantage for approximate 
op)miza)on 

‣ Opens up new problems to 
study with actual quantum 
op)miza)on algorithms 
(QAOA) 

‣ Alterna)ve proofs via the PCP 
theorem possible [Szegedy] 

‣ Opens up the path towards 
more prac)cal advantage-
bearing instances 
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